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ABSTRACT 
 

Nigeria, a developing nation is experiencing the overwhelming effects of her exponentially ever-
increasing population. The resultant effects are clearly evident for all stakeholders to see and feel. 
Researches have been carried out to study, explain and recommend solutions to this lurking 
epidemic. But unfortunately, numerous researchers have failed to address key issues in regression 
modelling as used in their studies, some of such issues are; using Wald’s statistic as a variable 
selection tool rather than the much consensus purposeful variable selection techniques, ignoring 
the existence of multicollinearity and also missing data. These issues are enough to render the 
findings in most studies reviewed inadequate, invalid and misleading to be used as a policy-making 
tool. In this study, the aim is to build a robust predictive model of the Nigeria population growth rate 
taking into account the aforementioned issues in regression modelling hitherto ignored by some 
researchers who had used almost this same variables used in this current study. As it would have 
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been expected, death rate, maternal deaths and infant deaths all had negative signs indicating an 
opposing relationship between these variables and Nigeria population growth rate. The 
assessment carried out showed that our model has high predictive power, hence, could be used to 
predict future Nigeria’s population growth rate. 
 

 
Keywords: PLSR; Nigeria; missing data; collinearity and multiple imputations. 
 

1. INTRODUCTION 
 

Nigeria, a developing nation is experiencing the 
overwhelming effects of its exponentially ever-
increasing population. The resultant effects are 
evident in her teeming unemployed (and 
underemployed) populace, overstretched natural 
resources, increased crime rates, high cost of 
living, increased dependency ratio, low quality of 
life, environmental degradation and negative 
economic development [1-4]. 
 

In 1950 Nigeria was not among the 13 ranking 
highest populated countries in the world. But in 
1996 Nigeria made the list and was ranked 10th, 
then only to overtake developed countries like 
Germany and Russia in 2016 to make the 7th 
position on the list [5] and according to United 
Nations projections, Nigeria is estimated to 
surpass the population of USA in 2050 to be the 
3

rd
 most populous country in the world with 733 

million inhabitants [5]. This is bad for a 
developing nation, although with abundant 
natural resources but unable to harness them 
effectively to her own advantage. 
 

Researches have been carried out to study, 
explain and recommend solutions to this lurking 
population growth epidemic by modelling the 
population growth of Nigeria, with the hope of 
arming policymakers adequately to make the 
right decision in population planning. But 
unfortunately, some researchers have failed to 
address key issues in regression modelling as 
used in their studies, such as; using Wald’s test 
statistic as a variable selection tool [6-9], rather 
than the much consensus purposeful variable 
selection techniques [10,11] ignoring the 
existence of multicollinearity among the 
explanatory variables and also not addressing 
the issue of missing data. These issues are quite 
relevant enough to render the findings in most of 
the reviewed studies inadequate, invalid and 
misleading to be used as a policy-making tool 
[6,12].  
 

In this study, the aim is to build a robust 
predictive regression model of the Nigeria 
population growth rate taking into account the 
aforementioned issues in regression modelling. 

2. PRELIMINARY ANALYSIS 
 
2.1 Missing Data 
 
Missing data are common in most research, in 
the case of retrospective study it is either that the 
data was not available at the time of entry or it 
was omitted erroneously. Most studies do not 
handle missing data satisfactorily thereby leading 
to reduced statistical power and biased 
estimates, especially when the missing is not at 
random [13]. Table 1 shows the number (and 
percentage) of missing data in each of the 
variables considered in this study. 
 
Maternal mortality and infant mortality appear to 
have a high percentage of missing values Table 
1, but due to how relevant they are in this study 
they were however retained. 
 
Under the assumption that the missing values 
are missing completely at random, we used the 
much adopted statistical technique, Multivariate 
Imputation by Chain Equation (MICE) to handle 
it. Furthermore, under MICE an approach, 
Multiple Classification and Regression Tree 
(CART) were employed [14]. 
 
After due procedures in imputing the                  
missing data were followed, the data was 
observed to be complete and ready for further 
analysis. 
 

2.2 Collinearity 
 
Collinearity is a phenomenon used to describe a 
situation in multivariable regression where two 
variables are a linear combination of each other 
while multicollinearity occurs when more than 
two variables are involved. When this happens 
the design matrix is not of full rank, and the 
product of the design matrix and its transpose is 
singular and non-invertible hence the coefficients 
of the regressor variables cannot be computed. 
Different parametric ways of handling critical 
multicollinearity have been compared and 
principal component analysis was found to be a 
better method (Obubu, Nwokike, Virtus C., & 
Obite, 2019). 
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Table 1. Number (Percentage) of missing data in each variable 
 
Variable Pop. 

growth rate 
Death 
rate 

Fertility GDP Inflate 
rate 

Life 
expectancy 

Maternal 
mortality 

Infant 
mortality 

Total 
Complete (%) 

59(100)  58(98.31) 58(98.31) 58(98.31) 59(100) 58(98.31) 26(44.07) 53(89.83) 

Number 
missing (%) 

0(0) 1(1.69) 1(1.69) 1(1.69) 0(0) 1(1.69) 33(55.93) 6(10.17) 

 
Table 2. GVIF values from the multicollinearity test on each variable 

 
Variable Death rate Fertility GDP Inflate 

rate 
Life expectancy Maternal 

mortality 
Infant mortality 

GVIF  422.72 2.60 1.49 1.24 397.05 1.56 1.48 

 
To determine the presence of multicollinearity 
among the variables, the Generalized Variance 
Inflation Factor (GVIF) for each variable was 
obtained Table 2. This was done by carrying out 
a linear regression of that particular variable 
against all other variables and then obtaining the 
�� from the regression. The formula for GVIF is 
given as  
 

���� =
�

(����)
		                                            (1) 

 
A GVIF value above 10 for any variable is treated 
as indicating multicollinearity [15,16]. The GVIF 
values of death rate and life expectancy are the 
highest Table 2, indicating a very high degree of 
correlation involving both variables. This is the 
basis of using partial least squares regression 
rather than the conventionally and popularly used 
ordinary multiple least squares regression 
method in this current study. Although, another 
alternative would have been to drop these 
variables from further analysis, due to their 
relevance in predicting population growth they 
were however retained. 
 
Research that used the same variables from the 
same source as this current study, did ignore 
these potential problems and still went ahead to 
model Nigeria’s population growth rate using 
ordinary least squares regression models. This 
would have definitely led to reduced statistical 
power, misleading results, spurious findings, bias 
and invalid conclusions [6,12].  
 
3. MATERIALS AND METHODS 
 
3.1 Data Set 
 
Data were sourced from the World Bank online 
database known as World Development 
Indicators, the data time frame spans from 1960 

to 2018. It is common knowledge that the World 
Bank keeps high quality and credible data at both 
national and international levels. 
 

3.2 Partial Least Square Regression 
 
Partial least squares regression (PLSR) is 
commonly used in the situation where the 
variables are more than the observations, 
missing values are recorded and when 
multicollinearity exists in a dataset [17,18,19]. In 
this study, it was employed to handle the 
collinearity evident in the data set. Collinearity as 
explained in Section 2.2 violets the assumptions 
of ordinary least squares method that relies so 
much on the independence between the 
explanatory variables. 
 
Principal Component Analysis (PCA) is similar to 
PLSR, but PLSR is a supervised technique as it 
explains the variations in both the response 
variable/�(�,�) and the explanatory variables/�(�,�) 

(also called latent variables). 
 
3.2.1 PLSR algorithm  
 

Using orthogonal score approach [20,19], the 
design matrix �  and the response matrix �  are 
assumed to be centred and possibly scaled (i.e. 
normalized) as an initial step to perform PLSR. If 
� represent the number of important components 
for prediction and 	1 ≤ � ≤ � , 	� = 1,2, … , � , then 
the algorithm works iteratively as: 
 

1.  Compute the loadings weight as 
 
�� = ����

� ����  
 

The weights define the direction in the space 
spanned by ���� of the maximum covariance 
with ���� . Normalize to loading weights to 
have a length equal to 1 by 



 
 
 
 

Offorha et al.; ACRI, 20(1): 6-12, 2020; Article no.ACRI.54471 
 
 

 
9 
 

�� ←
��

��
  

 
2.  Obtain the scores �� as 
 
�� = ������  

 
3. Obtain the �   and �   loadings ��  and 

��	respectively, given as 

 

 �� = ����
� ��

��
���

 

 

�� = ����
� ��

��
���

  

 
4.  Lastly, the data matrices are deflated by 

subtracting the contribution of �� via: 

 
�� = ���� − ����

�  
 
�� = ���� − ����  

 
 If � < � return to 1. 
 The vectors �� , ��  , �� , are stored in the 

matrices/vectors �, � and � respectively. 
 Then the PLSR estimates of the regression 

equation coefficients are obtained using 

these estimators: �� = �(���)���  and 

�� = �� − �̅�� 

 
Hence, the regression model for PLSR can 
be mathematically expressed as 

  
�(�) = �� + ���(�� − �̅�),											� = 1,… , �      1 

 
Where �  is a particular component in the 
range 1 ≤ � ≤ �. 

 
4. RESULTS 
 
For the purpose of model building and model 
evaluation, the data was divided into two sub-

data. The sub-data used to develop the model 
spanned from 1960 to 2009 (50 observations) 
while that for testing spanned from 2010 to 2018 
(9 observations). Hence, the original data 
spanned from when Nigeria gained her 
independence (1960) to when last the database 
was updated (2018), making it a total of 59 
observations. 

 
The RMSEP for the k-segments cross-validation 
and the variance explained were the two 
measures used to assess the best components 
(also called latent variables) for best predictions 
Table 3. In the RMSEP we look out for the 
components with the least CV or adj. CV, 
evidently the third (3) components have the least 
values (0.124 or 0.123 respectively) Table 3. In 
the variance explained we are to look out for that 
component that best explains the variation in 
both the response and explanatory variables 
respectively. 

 
There is a trade-off at the 3 components in 
variance explained in both the response and 
explanatory variables, 78.04% and 63.23% 
respectively, beyond that it appears that there is 
a little improvement in the variance explained for 
the response variable (Nigeria population growth 
rate). 

 
Table 4 shows the influence of each explanatory 
variable on the Nigeria population growth rate 
variable, the signs indicate which variable is 
positively or negatively related to the response 
variable. 

 
The death rate, maternal deaths and infant 
deaths variables all have negative signs while 
the rest variables have positive signs Table 4. It 
is clear in Table A5 that some variables do have 
a negligible effect on the response variable, such 
as inflation, infant deaths and gross domestic 
product. 

 
Table 3. RMSEP and variance explained (%) for each PLSR components 

 
Components Root mean squared error of prediction 

(RMSEP) 
Variance explained (%) in the 

training section 
Cross validation 
(CV) 

Adjusted cross 
validation (adj. CV) 

Explanatory Response 

1 comps 0.224 0.217 30.34 60.64 
2 comps 0.128 0.127 45.98 76.27 
3 comps 0.124 0.123 63.23 78.04 
4 comps 0.133 0.131 76.43 78.13 
5 comps 0.148 0.148 88.71 78.13 
6 comps 0.149 0.146 100.00 78.13 
7 comps 0.149 0.146 100.00 78.25 
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Table 4. Estimated PLSR coefficients for each variable 
 

Variable (Intercept) Death Fertility GDP Inflation Life  
expectancy 

Maternal 
deaths 

Infants 
deaths 

Coefficient 2.4981 -0.1009 0.1409 0.0192 0.0009 0.1145 -0.0188 -0.0025 

 

 
 

Fig. 1. Comparison between predicted growth rate and actual growth rate values 
 

In assessing the predictive power of the model 
developed, line plots of predicted Nigeria 
population growth rate values using the PLSR 
model built against actual growth rate values 
(test sub-data) were compared. There is clearly a 
close agreement between the values of both 
plots except for the 9th values Fig. 1. 
 

5. DISCUSSION 
 
In this empirical study, the interest is to build a 
robust predictive model of Nigeria population 
growth rate by taking into account technical 
issues, which had hitherto been ignored by 
researchers. Due to the presence of collinearity 
the PLSR model was considered rather than the 
commonly used multivariate least squares 
regression model.  
 
All variables were retained as prediction is the 
interest here, but the influence they assert on 
Nigeria population growth rate (response) 
variable are different in direction and size Table 
4. Our model showed that of these variables; 
death rate, maternal deaths and infant deaths 
have negative signs which supports a natural 
phenomenon in which a decrease in these 
variables is expected to be accompanied with an 
increase in the population growth rate, and vice 

versa. This shows that our model is              
adequate and reasonably explains much of the 
variation in the Nigeria population growth rate 
variable. 
 
Furthermore, to ascertain the robustness of our 
model we investigated its predictive ability using 
a test sub-data. Fig. 1, shows a close agreement 
between the values of the test data and the 
predicted values using the PLSR model built, 
hence we could say that all steps followed in 
Section 2 led to building a robust predictive 
regression model for Nigeria’s population growth 
rate. 
 

6. CONCLUSION 
 
In this study, we set out to address issues 
usually ignored by most researchers while 
modelling Nigeria’s population growth rate, 
making it impossible to build a robust model. To 
a large extent, we were successful. 
 

Missing data were handled using MICE method 
to impute estimates for the missing values. 
Collinearity was detected which necessitated a 
switch from the popularly used ordinary 
multivariate least squares regression method to 
partial least squares regression method. 

2.2

2.25

2.3

2.35

2.4

2.45

2.5

2.55

2.6

2.65

2.7

2.75

1 2 3 4 5 6 7 8 9 1 0

P
O

P
U

LA
TI

O
N

 G
R

W
O

TH
 R

A
TE

INDEX

Predicted growth rate Actual growth rate



 
 
 
 

Offorha et al.; ACRI, 20(1): 6-12, 2020; Article no.ACRI.54471 
 
 

 
11 

 

As it would have been expected, death rate, 
maternal deaths and infant deaths all had 
negative signs indicating an opposing 
relationship between these variables and Nigeria 
population growth rate. A plot comparing 
predicted population growth rate obtained using 
the model estimated and the actual growth rate 
values obtained from the test sub-data indicated 
a very close agreement between both values, 
this indicates that the model has a strong 
predictive accuracy. 
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Appendix A 
 

Table 5. Variable description 
 

Variable  Description 
Pop. Growth rate (annual %) Is based on the de facto definition of population, which counts all residents 

regardless of legal status or citizenship. 
Death rate, crude (per 1,000 
people) 

Crude death rate indicates the number of deaths per 1,000 midyear 
population. 

Fertility rate, total (births per 
woman) 

 

Total fertility rate represents the number of children that would be born to a 
woman if she were to live to the end of her childbearing years and bear 
children in accordance with age-specific fertility rates of the specified year. 

GDP growth (annual %) The annual percentage growth rate of GDP at market prices based on 
constant local currency. Aggregates are based on constant 2010 U.S. 
dollars.  

Inflation, GDP deflator 
(annual %) 

Inflation, as measured by the annual growth rate of the GDP implicit deflator, 
shows the rate of price change in the economy as a whole.  

Life expectancy at birth, total 
(years) 
 

Life expectancy at birth indicates the number of years a new-born infant 
would live if prevailing patterns of mortality at the time of its birth were to stay 
the same throughout its life. 

Maternal deaths A maternal death refers to the death of a woman while pregnant or within 42 
days of termination of pregnancy, irrespective of the duration and site of the 
pregnancy, from any cause related to or aggravated by the pregnancy or its 
management but not from accidental or incidental causes. 

Infant deaths  The number of infants dying before reaching one year of age. 
Source: World Bank online database 
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